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ABSTRACT

Super-virtual refraction interferometry enhances the
signal-to-noise ratio of far-offset refractions. However,
when applied to 3D cases, traditional 2D SVI suffers
because the stationary positions of the source-receiver
pairs might be any place along the recording plane,
not just along a receiver line. Moreover, the effect of
enhancing the SNR can be limited because of the lim-
itations in the number of survey lines, irregular line
geometries, and azimuthal range of arrivals. We have
developed a 3D SVI method to overcome these prob-
lems. By integrating along the source or receiver lines,
the cross-correlation or the convolution result of a trace
pair with the source or receiver at the stationary po-
sition can be calculated without the requirement of
knowing the stationary locations. In addition, the am-
plitudes of the cross-correlation and convolution results
are largely strengthened by integration, which is help-
ful to further enhance the SNR. A 3D synthetic exam-
ple is presented to illustrate the 3D SVI methodology
and demonstrate its effectiveness. 3D SVI is also suc-
cessfully applied to a field data from marine survey,
extending the pickable offset from 12 km to at most 18
km.

INTRODUCTION

Traveltime tomography is a widely used tool to estimate
the subsurface velocity distribution. Unfortunately, the
problem with wide-offset refraction surveys is that the
head-wave energy at far offsets can be very weak, which
leads to a low SNR of first arrivals. In this case, travel-
times of far-offset traces cannot be accurately picked. To
overcome this problem, Bharadwaj and Schuster (2010)
and Mallinson et al. (2011) developed the theory of super-
virtual refraction interferometry to create head-wave ar-

rivals with much improved SNR.

The traditional SVI is only discussed in 2D cases, where
all the refractions from the same layer partly share ray
paths, and are called stationary. However, in 3D cases, a
pair of refraction traces sharing the same source or receiver
can not be guaranteed to be stationary because of the
freedom given by the additional dimension in space. In
another aspect, the number of source and receiver pairs
used to generate a particular head wave, which determines
the improvement of the SNR, can be very few when the
source and receiver of the targeted trace are at neighboring
survey lines. Therefore, applying traditional SVI on 3D
cases can be problematic.

This paper proposes a modified 3D SVI method, com-
bining the 2D SVI method with stationary phase integra-
tion. Analogous to the application of stationary phase in-
tegration on interferometric redatuming (Snieder, 2004),
we calculate the cross-correlation or convolution of the
stationary trace pair by integrating over the sources and
receivers along the survey lines, without the requirement
of knowing the locations of stationary sources or receivers.
Moreover, this additional integration step also contributes
to enhancing the SNR, and thus helps to partly overcome
the problems caused by the limitations of the survey ge-
ometry.

THEORY

The far-field reciprocity equation of both correlation and
convolution types are used to construct super-virtual re-
fractions (Bharadwaj et al., 2011). Figure 1 describes the
conventional procedures of creating super-virtual refrac-
tions in far-offset traces in 2D media. The assumption
is that all the refractions from a certain interface partly
share common raypaths. We define a source or receiver
stationary if it excites or records refractions sharing com-
mon raypaths. In 2D cases, the sources and receivers along
the survey line are all stationary.

In 3D seismic survey, it is not straightforward to ap-
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Figure 1: The steps for creating 2D super-virtual refrac-
tion arrivals. a. Correlation of the recorded trace at
A with that at B for a source at x to give the trace
o (A, B,t) with the virtual refraction having traveltime
denoted by 74/p — Tara. This arrival time will be the
same for all post-critical source positions, so stacking
> ¢=(A, B, t) will enhance the SNR of the virtual refrac-
tion by v/N. b. Similar to that in a) except the virtual
refraction traces are convolved with the actual refraction
traces and stacked for different geophone positions to give
the c¢. Super-virtual trace with a SNR enhanced by V'N.
Here, N denotes the number of coincident source and re-
ceiver positions that are at post-critical offset.

ply the SVI scheme, because the rays are no longer con-
strained in a plane. For example, the cross-correlation
step has to be conducted between two traces sharing a
stationary source. In order to pick such two traces, the
location of this stationary source needs to be known. How-
ever, the stationary source positions are determined not
only by the survey geometry, but also by the subsurface
structure. Therefore, locating the stationary sources be-
fore knowing the subsurface is impracticable. The same
problem is with finding the stationary receivers in the con-
volution step.

I propose a solution to solve this problem by conduct-
ing the cross-correlation or convolution step alternatively,
avoiding the necessity of locating the stationary sources
or receivers. Instead of calculating cross-correlation or
convolution using exactly a stationary trace pair, I apply
the stationary phase integration (Schuster, 2009) to the
source or receiver lines.

The stationary phase analysis (Bleistein, 1984) is intro-

duced here:

where ¢(x) is real and a well-behaved phase function with
at most one simple stationary point, w is the asymptotic
frequency, and g(z) is a relatively slowly varying func-
tion, a = e™/4\/27/(w|p(z*)])” is an asymptotic coeffi-
cient, and z = x* is a stationary point. Equation 1 re-
veals that, under the far-field approximation, the function
g(x*)e™?@") with 295 at the stationary position is kine-
matically approximated by an integration of this function
over all the positions x, if the amplitude is ignored. The
stationary position * does not have to be known.
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Correlation type in 3D SVI

Figure 2 illustrates how stationary phase integration can
be applied to the correlation-reciprocity type in SVI. Let
G(A]S) = ™4 and G(B|S) = €755 approximate the
normalized refraction waves as shown in Figure 2(a), where
G(A|S) and G(B|S) represent the Green’s functions orig-
inated from the source location S and received at the re-
ceiver locations A and B, respectively, and 74 and 7sp
are the traveltimes of refraction SA and SB. In the fol-
lowing, we keep using the notation 7 as the traveltime
of a refracion, and the subscripts stand for the source
and receiver associated with the refraction. Replacing
g(x)e™?®) in equation 1 with G(A|S)G(B|S) gives the
formula

A
©)

where G represents the complex conjugate of G, S* de-
notes the stationary source position, and «; is a coeffi-
cient. The phase ¢(S) = 754 — Tsp is a function of the

S7l
G(A|S)G(B|S)dS = / e (Tsa=Tsn) (g
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a) Geometry of common receiver gather A and B
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Figure 2: Tllustration for creating a virtual trace in 3D with stationary phase integration. a) The geometry of receivers A
and B, and the selected source line for integration. b) CRG A and CRG B show the refractions from the same horizontal
layer. Every trace in CRG A is cross-correlated with the trace sharing the same source in CRG B. ¢) All the traces after
cross-correlation are stacked to generate the virtual trace AB. The virtual trace generated by integration is compared
with that generated by cross-correlating refraction S* A and S* B, where S™ is the stationary source location. The stacked
virtual trace has an accurate traveltime and much strengthened amplitude.

source location S. The first line in equation 2 is the sum-
mation of cross-correlations between refraction SA and SB
with different S along the source line, and the second line
represents a coefficient multiplying the virtual refraction
AB as mentioned in Figure 1, which is calculated by cross-
correlating the trace pair G(A|S*) and G(B|S*). Equa-
tion 2 kinematically calculates the virtual trace AB by
stationary phase integration along the source line without
knowing the exact location of the stationary source.

Figure 2 is an example illustrating how to create a vir-
tual refraction AB in 3D by the proposed method. Two
receivers A and B are fixed and a source line is picked
as shown in Figure 2 (a). The raw refraction data of the
common receiver gathers (CRG) A and B are shown in the
first two pictures of Figure 2 (b). For each source S; on
the source line, a cross-correlation between G(A|S;) and
G(B|S;) is calculated, where 4 is the source index from 1
to n, and the result is shown in the third picture of Figure
2(b). The fourth picture is the stacked trace using all the
traces from the third picture, which is a numerical imple-
mentation result of the first line of equation 2 in the time
domain.

In order to test the proposed method, a comparison is
shown in Figure 2(c) between the stacked trace, which
is the virtual refraction AB calculated by the station-
ary phase integral method, and the exact virtual refrac-
tion AB generated by cross-correlating trace G(A|S*) and
G(B|S*); here the stationary source S* is known in the
synthetic test. The left-hand-side figure compares the two
traces after the normalization, showing that the phase

matches well, while the wavelet is a little distorted due to
the error coming from the approximation made in equa-
tion 2. The right-hand-side figure compares the ampli-
tudes of the two traces. The amplitude of the stacked
trace is much stronger than the exact virtual refraction
AB, indicating that this integration amplifies the energy
of the virtual refraction AB, and also enhances the SNR.
Comparing to the 2D SVI workflow, the work introduced
so far of generating virtual trace AB in 3D SVI plays the
same role as the first step shown in Figure 1 (a), never-
theless with an extra integration.

In 2D SVI, a summation of virtual refraction AB over
different source locations = along the survey line as shown
in Figure 1 (b) is the key step to increase the SNR. A
similar summation is also conducted in 3D SVI as il-
lustrated in Figure 3(a), however, over different source
lines instead. Noticing that equation 2 is satisfied regard-
less which source line is selected, therefore each source
line could be picked to produce an equivalent virtual re-
fraction AB by the stationary phase integration. Stack-
ing these virtual refractions generates one with much im-
proved SNR.

Convolution type in 3D SVI

In 2D SVI, A far-offset super-virtual refraction is con-
structed by convolving a short-offset refraction with the
virtual refraction created in the previous correlation step
as shown in Figure 1(b). The receiver of the short-offset
refraction has to be at the stationary position, which means



4

the the short-offset refraction and the far-offset super-
virtual refraction partly share the common raypath. In a
similar way to the previous section, stationary phase inte-
gration is applied to calculate the super-virtual refraction
in 3D without the knowledge of the stationary receiver
locations. Let G(A|B)v"t = ¢(Ts5a~7s58) denote the
normalized virtual traces calculated in the previous step,
where the receiver A is fixed, receiver B could be any one
in the receiver line as shown in Figure 3(b). and Sp is
the stationary source location associated with a certain
receiver B. Applying equation 1 along the receiver line,

B, By, X
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where B* is the stationary receiver associated with the
given source S and receiver A, and «s is the coefficient.
Recognizing that Sp- is actually the given source S in

Figure 3(b), equation 3 becomes
B,
/ G(BIS)G(A|B)"™dB ~ anc®™s4 = ayG(AIS)™

B

(4)
where G(A|S)®? is the reconstructed far-offset super-virtual
refraction.

The physical interpretation of equation 4 is that the far-
offset refraction SA in 3D is kinematically reconstructed
by integrating the convolution, which is between the raw
refraction data G(B|S) and the pre-calculated virtual re-
fraction G(A|B)"t, over the receiver line.

In order to enhance the SNR of the super-virtual refrac-
tion SA, a similar stacking to 2D SVI (see Figure 1) is also
required. Noticing that equation 4 is satisfied regardless
which receiver line is selected, therefore each receiver line
could be picked to construct an equivalent super-virtual
refraction SA. Figure 3(b) illustrates that stacking these
equivalent super-virtual refractions results in a refraction
SA with improved SNR.

Workflow

Below is the workflow for 3D super-virtual refraction in-
terferometry:

1. Preprocess the raw data to eliminate some noise,

which is helpful for recognizing the target refraction.

. Properly window the data around the target refrac-
tion.

and integrating along a source line.
lines as shown in Figure 3(a).

Generate the stationary super-virtual traces by con-
volution and integrating along a receiver line.

. Stack the virtual traces generated from different source

(a) Geometry of sources and receivers for correlation type
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(b) Geometry of sources and receivers for convolution type

Figure 3: The geometry of sources and receivers for cor-
relation type and convolution type. (a) Virtual traces AB
generated with different source lines from linel to lineN
are stacked. (b) Super-virtual traces SA generated with
different receiver lines from linel to lineN are stacked.

6. Stack the super-virtual traces generated from differ-
ent receiver lines as shown in Figure 3(b).

The first and second steps in the workflow play an im-
portant role in the success of SVI. An ideal window does
not contain any other strong coherent events, except for
the targeted refraction, in order to avoid strong artifacts
from the interferences between unwanted events. Prepro-
cessing the raw data is necessary when the data quality is
too low such that the first arrival could not be recognized
by raw eyes, and the proper windows could not be picked.

Itetrative SVI

SVI improves the SNR of the data, while the SVI data
might be still not clear enough to be easily picked when
the background noise is extremely strong. A similar iter-
ative approach as mentioned in 2D SVI (Al-Hagan et al.,
2011) could also be applied to 3D cases. The SVI data
are used as the input for the next iteration to further im-
prove the data SNR. However, the number of iterations is
not unlimited, because each SVI iteration produces arti-
facts and causes wavelet distortions, therefore too many
iterations will deteriorate the data.

NUMERICAL RESULTS
Synthetic Data Example

The proposed method is tested on the synthetic data to

Generate the stationary virtual traces by cross-correlation demonstrate its effectiveness. Figure 4 shows a 3D un-

dulating two-layer model with the velocity 1500m/s and
3000m/s respectively. The geometry has 11 survey lines
on the surface, with 76 shots and 301 receivers in each
line.

A common shot gather is shown in Figure 5(a), with the
source located at the left end of Line 1, and the receivers
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at line N. The first arrivals of the far-offset traces are
impossible to pick after strong random noise being added
to the synthetic data as shown in Figure 5(b). 3D SVI
are applied to the noisy data, and the super-virtual data
are shown in Figure 5(c). Compared to the input shown
in Figure 5(b), the SVI output shown in Figure 5(c) has
the correct traveltimes and much improved SNR. Figure
5(d) shows the iterative SVI data after 2 iterations, in
which the SNR is further enhanced compared to Figure
5(c), and the traveltime of the targeted refraction can be
easily picked. Figure 6 is the zoom view of the region
within the dashed red box in Figure 5. Wavelet distortions
are observed from Figure 5 (a), (c) and (d) due to the
correlation and convolution operation, therefore a shift
should be applied to align the traveltime between the raw
pick and SVI pick.

Figure 4: The undulating layer velocity model for syn-
thetic test. 11 survey lines are placed on the ground, with
76 sources and 301 receivers in each line.

(a) Synthtic data (b) Synthtic data with strong noise
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Figure 5: a) The raw common shot gather. b) Strong ran-
dom noise is added to (a). ¢) The super-virtual refraction.
d) Iterative super-virtual refraction.

Field Data Example

In this section, the proposed method is applied to a 3D
OBS field data recorded in the Gulf of Mexico. The survey

(a) Synthtic data

(a) Synthtic data with noise
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Figure 6: Zoom views of the red boxes in Figure 5.

geometry is shown in Figure 7. The black dots represent
recorders installed at the ocean bottom with the depth
about 45 m. There are in total 9 OBS lines, and 26 sta-
tions in every line with a spacing of approximately 400
m. The green lines represent 153 sail lines, with 360 shots
excited along every sail line with a shot interval of 50 m.

Before applying the SVI scheme to the data, a quick
scanning of the whole dataset is required. All the data are
sorted into several groups, each representing a category of
data, in which the first arrivals are refractions from the
same layer interface. Each data group is windowed for
first arrivals, and processed using SVI workflow separately,
to avoid artifacts produced by the interferences between
different refraction events. Theoretically, the windowed
data don’t have to be the first arrivals as long as they
can be recognized as the same refraction event. However,
a later arrival in the real cases is usually interfered with
other coherent events, such as reflections or refractions
from different layers, which could bring severe noise and
strong artifacts to the SVI result.

A common OBS gather associated with one sail line is
extracted as an example here. The location of the OBS
station is at the red star and the sources are at the red
line marked in Figure 7. Figure 8(a) is the raw data, and
the red lines mark two targeted refractions as the first
arrivals at medium and far offset. For the convenience
in windowing a specific refraction, a 5-15 Hz band-pass
filter is applied to suppress the high-frequency noise as
shown in Figure 8(b). The SVI scheme is applied to these
two refractions individually. Figure 8(c) shows the SNR
of both first arrival refractions are improved. The zoom
view in Figure 9 shows a detailed comparison between the
data before and after SVI. The SVI data are constructed
at the correct position with a higher SNR that could be
easily picked.

Figure 10 illustrates another data example with a weak
far-offset first arrival. The event pointed by the red arrow
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is the targeted refraction to be processed. The raw data
are preprocessed by a band-pass filter, and the SVI data
are normalized trace by trace and plotted in Figure 10(b).
The SVI data extend the pickable range to the medium
offset, while the most far-offset first arrival is still weak.
Tterative SVI with one more iteration is applied to this
data to further improve the data SNR as shown in Fig-
ure 10, extending the pickable offset from 12km to as far
as 18km. A zoom view comparison is shown in Figure
11. Tterative SVI improves the data SNR, nevertheless
the wavelet is more distorted. In order to determine the
correct traveltime to pick in the SVI data, we first pick
the trustworthy part in the raw data as marked by the red
solid line in Figure 11 (a). This red line acts as a sign in
the SVI data, and could be extended for more picks fol-
lowing the events to the far offset as shown by the dashed
line in Figures 11 (b) and (c).

Map view of the survey geometry

18km source lines
« OBS stations

e il

0 6 10km
Figure 7: The map view of the survey geometry. The
data example shown in the following is an OBS gather
with the OBS station located at the red star, and the
receivers located at the red line.

DISCUSSION AND CONCLUSION

We introduced the theory of 3D super-virtual interferom-
etry, followed by both synthetic and field examples. The
stationary phase integration method is applied with the
benefits of avoiding locating the stationary sources and
receivers, and further enhancing the SNR. Compared to
2D SVI, two more extra stackings are required on the in-
line dimension, which dramatically increase both the work
amount of windowing first arrivals and the cost of correla-
tion and convolution computation. To reduce the amount
of work, especially for a large scale 3D dataset, the range
of the stationary phase integration could be shrunk into
the Fresnel zone as shown in Figure 12, instead of the
whole scale. The contribution from the data out of the
Fresnel zone to the integration is minor, and could be ne-
glected.

In practice, the SVI capacity of enhancing the SNR is
determined by the number of traces available for stacking,
which could be limited due to the geometry. As shown
in Figure 12, to create a virtual trace AB, not all the
sources are available for the correlation step, but only the
ones within the dashed circle, where both the targeted
refractions SA and SB are first arrivals. The refractions
excited at the source locations out of the dashed circle are
later arrivals in the data, and are usually not available
for SVI. In this case, the SNR enhancement could be very
limited for certain refraction if the dashed circle associated
with this refraction only covers a tiny area.

The correlation and convolution operations distort the
wavelet of the SVI data, which could be observed in both
the synthetic and field data examples. Therefore a shift
needs to be added to the SVI traveltime pick. The shift
can be calculated by comparing the raw picks and SVI
picks at their overlapping offset. The iterative SVI fur-
ther distorts the wavelet, and usually no more than two
iterations is recommended.
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(a) Raw data (b) Band—pass filtered data (c) Super—virtual data
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Figure 8: Field data example 1. (a)Raw data, (b) 5-15Hz band-pass filtered data and (c) The super-virtual data.

(a) Zoom view of band-pass filtered data (b) Zoom view of super-virtual data
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Figure 9: Zoom views of the red boxes in Figure 8 of (a) the band-pass filtered data, (b) the super-virtual data and (c)
Iterative super-virtual data.

(a) Band-pass filtered data (b) Super-virtual data (c) Iterative Super-virtual data
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Figure 10: Field data example 2. (a) 5-15Hz band-pass filtered data, (b) The super-virtual data and (c) Iterative
super-virtual data



(a) Band-pass filtered data (b) Super-virtual data

(c) lterative Super-virtual data
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Figure 11: Zoom views of the red boxes in Figure 10 of (a) the band-pass filtered data, (b) the super-virtual data and

(c) Tterative super-virtual data. The red lines represent the traveltime picks, and the dashed part denotes the unpickable
range before SVI.

Figure 12: Illustration of the source geometry of creating a virtual trace for two given receivers A and B. The dashed
circle denotes the Fresnel zone, within which, the data make the major contribution to the stationary phase integration.

The dashed circle denotes an area, within which, for all the sources S, certain targeted refraction event SA and SB are
both first arrivals.



