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ABSTRACT

We review the equations for correlation-based redatuming
methods. A correlation-based redatuming method uses natu-
ral-phase information in the data to time shift the weighted
traces so they appear to be generated by sources �or recorded
by geophones� shifted to a new location. This compares to
model-based redatuming, which effectively time shifts the
traces using traveltimes computed from a prior velocity mod-
el. For wavefield redatuming, the daylight imaging, interfer-
ometric imaging, reverse-time acoustics �RTA�, and virtual-
source methods all require weighted correlation of the traces
with one another, followed by summation over all sources
�and sometimes receivers�. These methods differ from one
another by their choice of weights. The least-squares interfer-
ometry and virtual-source imaging methods are potentially
the most powerful because they account for the limited
source and receiver aperture of the recording geometry. Inter-
ferometry, on the other hand, has the flexibility to select im-
aging conditions that target almost any type of event. Station-
ary-phase principles lead to a Fermat-based redatuming
method known as redatuming by a seminatural Green’s func-
tion. No crosscorrelation is needed, so it is less expensive
than the other methods. Finally, Fermat’s principle can be
used to redatum traveltimes.

INTRODUCTION

The oil industry has long used wave-equation redatuming of seis-
ic data to remove elevation statics or to mitigate the defocusing ef-

ects of certain geologic bodies, such as the weathering zone or salt
omes. Many workers have contributed to the wave-equation reda-
uming literature, including Berryhill �1979, 1986�, Yilmaz and Lu-
as �1986�, Bevc �1995�, and Schneider et al. �1995�. The idea is to
pply time shifts to the data so the traces appear to be generated and
ecorded, respectively, by sources and receivers relocated to other
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laces. These time shifts are effectively introduced by applying ei-
her Kirchhoff or wave-equation-based extrapolation operators to
he data. For example, mountainous terrain with severe topography
ntroduces severe elevation statics, so Kirchhoff extrapolation intro-
uces time shifts that mitigate elevation-induced distortions in the
ata. The problem, however, is that the geologic velocity model
ust be known for wave-equation-based methods to work well. This

s difficult in areas with severe statics problems that preclude effec-
ive velocity analysis.

Another type of redatuming is performed by applying time shifts
xplicitly to the traces to adjust for weathering-zone distortions �re-
idual statics� or defocusing resulting from severe topography of the
ecording line �elevation statics�. For residual statics �Rothman,
986; Zhu et al., 1992; Marsden, 1993; Taner et al., 1998�, the time
hifts are estimated statistically from the data by crosscorrelating pi-
ot traces with their neighboring traces. This compares to the wave-
quation method that requires a velocity model to estimate the time
hifts. The problem with residual statics is the sometimes implausi-
le surface-consistency assumption, which says that rays near the
ree surface must be vertical. This means the time shifts do not truly
onor the physics of wave propagation compared to wave-equation
ethods. A related redatuming method is the common-focus-point

CFP� method �Bolte and Verschuur, 2001; Kelamis et al., 2002�,
here traveltimes from the surface to a designated subsurface point

re estimated from the shot gathers by focusing seismic sources iter-
tively toward a subsurface point while updating the involved trav-
ltimes according to a semblance-based criterion.

Recently, redatuming methods based on crosscorrelation of seis-
ic data have been developed to overcome the model-based limita-

ions of wave-equation statics, the surface-consistency assumption
f residual statics, or the need to strictly specify certain events in
FP technology. These new redatuming methods include reverse-

ime acoustics �RTA� �Fink, 1992; Blomgren et al., 2000; Lobkis and
eaver, 2001; Prada et al., 2002; Derode et al., 2003�, daylight im-

ging �Rickett and Claerbout, 1996, 1999, 2000�, interferometric
ody-wave imaging �Schuster and Rickett, 2000; Schuster, 2001;
heng, 2001; Yu and Schuster, 2001, 2004; Schuster et al., 2004a;
hou and Schuster, 2006�, interferometric coda imaging �Snieder et

ber 21, 2005; published onlineAugust 17, 2006.
84112. E-mail: schuster@mines.utah.edu; mzhou04@hotmail.com
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SI104 Schuster and Zhou
l., 2002; Wapenaar et al., 2002; Snieder, 2004�, and virtual-source
maging �Bakulin and Calvert, 2004; Calvert et al., 2004�. Notable
ontributions to the theory of correlation-based imaging have been
ade by Wapenaar et al. �2002�, Draganov et al. �2003�, Wapenaar

2003, 2004�, and Wapenaar et al. �2004�. As will be shown, these
ethods all require weighted correlation of the traces with one an-

ther, followed by summation over all sources �and receivers for
ommon-depth-point �CDP� datuming in Zhou and Schuster
2006��. These methods differ from one another by their choice of
eights and can be considered as special cases of the least-squares

edatuming method described in this paper.

ey idea behind correlation

The key idea that underlies these correlation methods is that, in the
requency domain, two events are selected in the data: event

D�s��s� = ei���
s�s
unint

+�stat�

ecorded at position s� and event

U�g��s� = ei���
s�s
unint

+�
g�s�
int

+�stat�

ecorded at g�. Here, the source statics time is represented by �stat,
nd the propagation traveltime in the uninteresting part of the medi-
m from x� to x is denoted as �xx�

unint. Figure 1 illustrates this idea,
here D�s��s� corresponds to the direct arrival measured along the
rillstring while U�g��s� corresponds to the upgoing reflected arrival
easured at g�. The direct wave and reflection events are similar in

he sense that a portion of their raypaths coincides through uninter-
sting parts of the media �such as the overburden or weathering
one�, so the correlated data ��s�,g�,s�=

D�s��s�*U�g��s� = ei��
g�s�
int

etain the propagation information through the interesting portion of
he medium and remove the uninteresting kinematic effects �i.e.,
liminates �s�s

unint� as well as source statics for the source located at s.
oreover, the correlated trace has the same traveltime �g�s�

int as an
vent excited at s� and recorded at g�, i.e., redatumed data. This part-
y overcomes the problems of model-based redatuming because the
orrective time shifts come from the data.

In Figure 1, the location of the measured direct wave at s� fortu-
tously coincides with the intersection of the drillstring and the

igure 1. Deviated VSP geometry, where upgoing eventsU�g��s�
rom below the drillstring and downgoing events D�s��s� from above
he drillstring are recorded. The primed letters g� and s� correspond
o locations along the buried receiver string B1, while the unprimed s
orresponds to a surface source along B0; the trial image point is de-
oted by x�. The reflector geometry below the drillstring is repre-
ented by B .
2
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owngoing portion of the specular reflection ray. But how, in prac-
ice, do we know where to select s� so it coincides with the downgo-
ng part of the specular reflection ray? Using stationary-phase theo-
y, summation of the correlations ��s�,g�,s� over all surface sources,
.e., �s��s�,g�,s� � ei��g�s�

int

, yields the dominant ei��g�s�
int

contribution
t the stationary point s → so that coincides with the specular reflec-
ion ray. Thus, this summation automatically applies the correct time
hifts to the specular arrivals at any incidence angle �Schuster and
ickett, 2000; Schuster et al., 2004a; Schuster et al., 2004b; Snieder,
004� and so overcomes the implausible surface-consistency as-
umption.

The main part of this paper describes the theory for the correla-
ion-based redatuming methods. The starting point is an integral for-
ard-modeling equation followed by its approximation to the in-
erse. This inverse is an inner product of the weighted adjoint kernel
ith the data, so the methods are distinguished from one another by

heir choice of weighting terms. In addition, several new methods
re introduced: redatuming by a seminatural Green’s function �de-
oted as specular interferometry� and interferometric redatuming of
raveltimes. The final section is a summary.

THEORY

Our goal is to derive the equations for redatuming correlated
avefields under a common mathematical framework. Toward this
oal, we assume the 2D acoustic model in Figure 1 with the under-
tanding that these methods can be generalized to the 3D elastic case.
he sources on the surface and receivers at depth along a deviated
ertical seismic profile �VSP� well are given in Figure 1. The well
lso can be oriented vertically as long as there are reflections from
teeply dipping impedance boundaries such as faults or salt flanks.
he velocity between the well and the surface is unknown, and the
ata will be used to image reflectors below or to one side of the bur-
ed receivers. The data P�g��s� recorded at the well are defined as

P�g��s��s�B0, g��B1
= U�g��s� + D�g��s� , �1�

here U�g��s� and D�g��s� correspond to the upgoing and downgo-
ng waves in the frequency domain, respectively, recorded along the
uried geophones for a surface source at s. The primed letters s� and
� correspond to locations along the buried receiver string. All for-
ulas are in the frequency domain, and we omit frequency notation

or simplicity. Note the D�g��s� and U�g��s� fields are depicted as
ingle-arrival events. More generally, they can represent multiple-
rrival events so that the derivation below will be true for general
avefields with multiple angles of incidence.

orward modeling

We will determine the forward-modeling equation for represent-
ng the scattered field along the buried geophones g��B1 for a surface
ource along s�B0. According to a Huygens form of Green’s theo-
em, the downgoing field D�s��s� acts as a secondary source along
he geophone string positions s� and reradiates to give a downgoing
eld at reflector positions x� along B2, approximately represented by

D�x��s��x��B2
= �

B1

G�x��s��D�s��s�ds�, �2�

here the Green’s function G�x��s�� satisfies the Helmholtz equation
or a point source at s and a buried geophone at x in a medium with
� �
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Overview of redatuming methods SI105
smooth velocity background. We can include more sophisticated
eights, such as those for the Fresnel-Kirchhoff diffraction formula

Elmore and Heald, 1969; Wapenaar et al., 2005�, but this simple
orm reduces notational clutter. For the remainder of this paper, we
se Huygens’s form of Green’s theorem.

The downgoing field is incident on the reflector along B2 to give
ise to reflected upgoing waves U�g��s� recorded at B1. According to
uygens’ form of Green’s theorem, these upgoing fields can be rep-

esented by a weighted sum of the Green’s functions, where the
eight is the reflection coefficient:

U�g��s��g��B1, s�B0
= �

B2

G�g��x��r�x��D�x��s�dx�. �3�

ere, the typical methods for separating up- and downgoing fields
re used, such as f-k filtering or time windowing. The value r�x��
epresents the incident-angle-independent reflection coefficient for
he interface along B2, and g� is along B1. Plugging equation 2 into
quation 3 yields

U�g��s��g��B1,s�B0
= �

B1

��g��s��D�s��s�ds�, �4�

here the reflection response given by ��g��s�� = �B2
G�g��x��r�x��

�x��s��dx� is interpreted as the redatumed shot gather for s�, g��B1.
quation 4 represents the forward-modeling equation used to com-
ute a shot gather for a surface source and scattered energy recorded
long the buried geophone string at B1. The scattering occurs exclu-
ively along the B2 interface. The following section shows how to in-
ert this equation to get ��g��s�� for g�,s��B1.

nverse modeling

Claerbout �1992� reiterates the idea that the inverse to the for-
ard-modeling problem expressed by equation 4 can be approxi-
ated by taking the inner product of the adjoint kernel D�s��s�* with

he data U�g��s� to get an estimate of the model, which in our case is
he reflection response ��g��s��. Therefore,

��g��s���g�,s��B1
� �

B0

D�s��s�*U�g��s�ds , �5�

here ��g��s�� is the redatumed shot gather and the integration is
ver the surface sources along B0. The product D�s��s�*U�g��s� rep-
esents correlations of upgoing and downgoing traces in the time do-
ain; their summation over sources only forms an approximate in-

erse because practical source distributions never continuously sur-
ound the target body as required by theory �Wapenaar, 2004�.

A more accurate inverse that accounts for the limited source-re-
eiver aperture and discrete source and receiver sampling can be ob-
ained by recognizing that equation 4, after substituting in the
symptotic Green’s function at high frequencies, is similar to the
eneralized Radon transform �GRT� given in Beylkin �1985�. Thus,
he asymptotic inverse can be estimated by an inner product of the
ata with the weighted adjoint �Bleistein et al., 2001�:

��g��s���g�,s��B1
= �

B1

�
B0

��s��s��s�D�s��s�*U�g��s�dsds�

�6�
Downloaded 25 Nov 2011 to 109.171.137.210. Redistribution subject to 
��
B0

k�s��s�D�s��s�*U�g��s�ds , �7�

here ��s��s��s� is the asymptotic inverse kernel and k�s��s� is a pre-
onditioning kernel. For example, ��s��s��s� = k�s��s���s� − s�� in-
erted into equation 6 yields equation 7.

Different approximations to the kernel k�s��s� lead to various
orms of redatuming algorithms:

�s��s�

� �
1 Daylight and RTA redatuming

M��,s,s���
�W����2 + �

Interferometric redatuming

W���

�
B0

�D�s��so��2dso + �

Virtual-source redatuming

G�s��s�*

D�s��s�* Kirchhoff redatuming

��s − so�ei��̃ss�

D�s��s�* Specular interferometric redatuming

	D*D
−1 Least-squares redatuming

�
�8�

ere, so is the specular source point that excites a specular ray that
asses through s� and g�, W��� represents the actual source spec-
rum, and W��� represents the desired source spectrum. The value

��,s,s��� represents the frequency-domain convolution of the
pectrum associated with a muting function in the time domain; this
unction zeros out all but the arrivals of interest in the space-time
races, such as ringy direct arrivals for VSP data �Yu and Schuster,
004� or a reference reflection �Zhou and Schuster, 2006� for CDP
ata. In some cases no muting is needed because correlation of un-
uted VSP traces can produce high-quality images of salt flanks

rom diving waves �Hornby et al., 2006�. The following subsections
xplain the meaning of each kernel.

aylight and RTA redatuming

The daylight redatuming kernel in equation 8 is used for the day-
ight imaging algorithm developed by Claerbout and his students in
he 1990s �Rickett and Claerbout, 1996, 1999, 2000�. They proposed
hat seismic data generated by a random distribution of buried sourc-
s and measured on the free surface can be transformed naturally
i.e., redatumed� to traces generated by virtual surface sources. The
ey idea is that the upcoming waves U�s��s�direct from buried sources
t s strike the earth’s free surface at s� and reradiate downward, as if
ach point s� on the free surface acts as a secondary source. �Daylight
ata should be preprocessed to separate the data into the appropriate
p- and downgoing components in order to use equation 8.� This is
llustrated in Figure 2, which is identical to Figure 1 except the sur-
ace source in Figure 1 has been mirrored across B1, and B1 is now a
ree surface. These secondary sources at s� excite a new family of up-
oing reflections U�g��s�ghost measured at g� on the free surface. The
tart time of these recorded ghost reflections is advanced to their ex-
itation time at the free surface by crosscorrelating �multiplying the
onjugated trace by another trace in the frequency domain� the re-
orded source arrivals U�s �s�direct with the ghosts. These correlated
�
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SI106 Schuster and Zhou
ata are then summed over all surface source positions:

��g��s�� � �
B0

U�g��s�ghostU�s��s�direct*ds , �9�

here the approximation is used to reflect the fact that practical re-
eiver distributions on the surface are limited in aperture. The sum-
ation over the randomly distributed sources is needed to achieve

iversity of incident source rays at s�, which can excite diverse spec-
lar reflections for a secondary source at s� and receiver at g�. Note in
quation 9 that we replace U�g��s�ghost → U�g��s�, U�s��s�direct*

D�s��s�*, and k�s��s� = 1 to get equation 5. If pressure geophones
re used rather than vertical velocity geophones, then a reflection co-
fficient of −1 should be taken into account.

The RTA redatuming kernel is identical to the daylight imaging
ernel. However, the RTAliterature usually describes redatuming as
ow the Green’s function can be “recovered by summing the cross-
orrelations” �Derode et al., 2003� of the traces at s� and g� to get
�g��s��. This Green’s function is the same as data redatumed for a
ource at s� and a receiver at g� �Draganov et al., 2003; Wapenaar,
003, 2004�.

nterferometric redatuming

The interferometric redatuming kernel can be found lurking in the
nterferometric imaging equations presented by Schuster and Rick-
tt �2000�, Schuster �2001�, Sheng �2001�, Yu and Schuster �2001�,
chuster et al. �2004a�, and Schuster et al. �2004b�. �Interferometric

maging is sometimes known as crosscorrelation migration.� For the
everse VSPmodel in Figure 2, the interferometric imaging equation
or migrating ghost reflections is given by

m�x�� = �
s��B1

�
g��B1

�
s�B0

U�g��s�ghostU�s��s�direct*

�W����2 + �

�e−i���g�x�+�x�s��dsdg�ds�,

= �
s��B1

�
g��B1

��g��s��e−i���g�x�+�x�s��dg�ds�,

�10�

here m�x�� is the migration image at the trial image point x�,

e−i���g�x�+�x�s��

igure 2. Each point on the free surface acts as a secondary source of
eismic energy so that the direct arrivals Udirect�s��s� from a buried
ource s into the ghost reflections Ughost�g��s�. This picture is ob-
ained by mirroring the source rays in Figure 1 across the receiver
tring and replacing B1 by a free surface. Here, B0 does not need be a
hysical boundary.
Downloaded 25 Nov 2011 to 109.171.137.210. Redistribution subject to 
s the migration kernel, �ab represents the traveltime for waves to
ropagate from a to b, U�s��s�direct* = M��,s,s�� � U�s��s�* is the
indowed direct wave or other arrivals of interest that generate the
pgoing ghost arrivals, 1/��W����2 + �� is the inverse filter for the
orrelated source-wavelet deconvolution, and the redatumed data
re given by

��g��s�� = �
s�B0

U�g��s�ghostU�s��s�direct*

�W����2 + �
ds . �11�

his redatuming equation is the same as that for daylight imaging in
quation 9, except the correlated source wavelet is deconvolved by
he deconvolution filter 1/��W����2 + �� and the muting function is
sed to select certain events. There are many variants of body-wave
nterferometric imaging in exploration geophysics, including CDP

ultiple imaging �Sheng, 2001�, CDP primary redatuming �Zhou
nd Schuster, 2006�, P-to-S �PS� transmission imaging �Schuster et
l., 2004b; Xiao et al., 2006�, salt flank imaging by VSP primary re-
ections �Hornby et al., 2006�, and higher-order VSP multiple imag-

ng �Schuster, 2003; Jiang et al., 2005�.As an example for a deviated
SP geometry, the correlation equation given by

��g��s�� = �
s�B0

U�g��s�reflD�s��s�direct*

�W����2 + �
ds �12�

pplies to the source-receiver geometry in Figure 1 so that the sourc-
s are redatumed to the level of the buried drillstring.

irtual-source imaging

Virtual-source imaging was introduced by Bakulin and Calvert
2004� and Calvert et al. �2004� in the context of the deviated-well
SP example in Figure 1. Here, the sources are on the surface and

he receivers are along the buried well string. The correlation equa-
ion is similar to equation 12, except

D�s��s�direct*

�W����2 + �

s replaced by a preconditioning term such as

W���D�s��s�*

�
B0

�D�s��so��2dso + �

,

ith the recognition that the entire downgoing field D�s��s� is the
eneralized source wavelet for the upgoing field. In this case, the re-
atuming equation becomes

��g��s�� = �
s�B0

W���U�g��s�reflD�s��s�*

�
B0

�D�s��so��2dso + �

ds . �13�

preconditioning kernel approximates the actual inverse kernel and
s designed to convert downgoing wave records at the receiver string
n Figure 1 into pulses at zero time. Here, the time-reversed wave-
eld for D�s��s� will phase deconvolve the physical source and
ource-to-well transmission response to zero phase at time zero. The
erm W��� is the desired pulse wavelet taken to have the highest
ommon bandwidth of D�g��s�, and 1/��B0

�D�s��so��2dso + �� gives a
tabilized amplitude deconvolution.
SEG license or copyright; see Terms of Use at http://segdl.org/
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Overview of redatuming methods SI107
Use equation 13 to collect all of the energy arriving upward at g�

hat also has passed through s� and been converted to a pulse. Thus,
rovided the physical source has illuminated s� with downgoing
aves that are scattered back to g�, we have a way of imaging this en-

rgy as though we had a virtual source with known pulse W��� at s�.
urprisingly, perhaps, greater overburden complexity and longer re-
erberations suggest that using longer time windows in the traces for
maging will lead to better resolution and less need for dense source
ampling. The actual equation and implementation of virtual-source
maging is slightly different than that for equation 13.

In comparison to interferometric redatuming, Schuster et al.
2004b� and Yu and Schuster �2004� perform both natural extrapola-
ion and migration using mostly single-arrival Kirchhoff integrals,
hile Calvert et al. �2004� and Bakulin and Calvert �2004� use natu-

al extrapolation with multiarrival Kirchhoff integrals. The theoreti-
al benefit is that multiarrival Kirchhoff integrals have the potential
or superresolution, accounting for a wide diversity of reflection ar-
ivals.

irchhoff redatuming

Most conventional datuming techniques �Berryhill, 1979, 1986;
ilmaz and Lucas, 1986; Bevc, 1995; Schneider et al., 1995� require
etailed knowledge of the velocity model above the datum horizon.
hus, a good estimate of the velocity model must be known to ex-

rapolate data accurately from the measuring plane to another depth
evel. Typically, both shots and receivers are extrapolated. Inserting
he kernel k�s��s� = G�s��s�*/D�s��s�* into equation 7 yields the
ource extrapolation �i.e., redatuming� operator for either the Figure
or the Figure 2 example. This differs from the correlation-based re-
atuming methods in that the redatuming kernel is not natural be-
ause the Green’s function G�s��s� must be computed from an a pri-
ri velocity model. In practice, a more accurate dipole �rather than a
onopole� extrapolation kernel is sometimes used �Bevc, 1995�.

pecular interferometric redatuming

If the kernel in equation 7 is replaced by k�s��s� = ��s − so�
−i��̃s�s/D�s��s�*, then

��g��s���g�,s��B1
= �

B0

��s − so�e−i��̃s�sU�g��s�ds

= e−i��̃s�soU�g��so� , �14�

here so is the special source position on the surface such that a spec-
lar transmitted ray intersects both the given values of s� and a given
rial image point x�, as depicted in Figure 3. In this case of a deviated
SP geometry, so is a function of the specified points s� and x�.
Therefore, equation 14 says that the trace at g� is advanced in time

y exactly the traveltime for specular energy to go from the surface
t so to the drillstring point at s�. This is denoted as redatuming by a
eminatural Green’s function �Schuster, 2003� or sometimes as
pecular interferometric redatuming. Here, �̃s�so

is the picked travel-
ime of the direct wave for propagating from the surface source loca-
ion at so to the specified wellstring position s�. This traveltime can
e found by using Fermat’s principle to find so for a given s� and trial
mage point x :
�

Downloaded 25 Nov 2011 to 109.171.137.210. Redistribution subject to 
so = �s�mins�B0
��x�s� + �̃s�s�
 . �15�

nce so is identified, then �̃s�so
is the direct wave traveltime picked

rom the data �see Figure 3b�. Note the �x�s� in the minimization
rackets is computed by ray tracing from the model.

The above kernel is used by Schuster �2003� and Zhou and
chuster �2006� for CDP interferometric imaging, and related ker-
els are used by Jiang et al. �2005; personal communication, 2005�
or VSPinterferometric imaging. The advantage is a reduction of mi-
ration artifacts and computational time compared to standard inter-
erometric imaging.

east-squares redatuming

Aconvenient form for the inverse of equation 4 is obtained by rep-
esenting its discrete form in matrix-vector notation:

u = D	 , �16�

here U → u and � → 	 are M � 1 and N � 1 vectors, respec-
ively, and D → D is an M � N matrix. The least-squares estimate
f the reflection response function ��g��s�� is then given by solving
he normal equations

	DTD
	 = DTu �17�

o get

	 = 	DTD
−1DTu , �18�

here the Hessian inverse is given by 	DTD
−1 and DT is the adjoint
f the forward-modeling operator in equation 4. Formally,
DTD
s�s� = �B0

D�s��s�*D�s��s�ds. If the sources are distributed
ensely around the target and have uncorrelated phases, then the
ummation of terms in this integrand for s� � s� will, on average,
ancel. Thus, the inverse Hessian can be approximated roughly in
he far field as the preconditioning term 	DTD
s�s�

−1 � 1/	DTD
s�s�
��s� − s��, which is a variant of the virtual-source deconvolution

lter.
The least-squares solution requires the inverse Hessian 	DTD
−1

perator, so the k�s��s� symbol for least-squares redatuming in equa-

igure 3. For fixed s� along the receiver string B1 and x� trial image
ositions, the traveltime difference between the solid specular and
ashed diffraction rays is minimized when the solid star at s coin-
ides with the open star at so. This traveltime difference is nonzero in
a� but zero in �b�. The reflections can emanate from a steeply dip-
ing impedance boundary such as a fault or salt flank.
SEG license or copyright; see Terms of Use at http://segdl.org/
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ion 8 represents the operator �B1
ds���s��s��so� seen in equation 6.

ther approximate inverses can be used, such as adaptive successive
verrelaxation, block Jacobi methods, generalized conjugate gradi-
nts �Hageman and Young, 1981� or Beylkin’s asymptotic inverse.
n principle the least-squares inverse should provide the most effec-
ive datuming for limited-aperture data with discrete sampling of
ources and receivers.

raveltime redatuming

Consider Figure 4, which depicts the transform of VSP data from
wo nearby wells to virtual crosswell data. Such data can be used to
roduce high-resolution tomograms or reflectivity images where the
ources and receivers are along the well rather than the surface.
ere, U�g��s� in equation 7 represents the reflected arrival recorded
y receivers in the well farthest from the source �right well�, while
�s��s� represents the direct arrivals recorded in the well closest to

he surface �left well�. Multiplying U�g��s� with D�s��s�* and sum-
ing over all s at the surface yields the redatumed shot gather
�g��s���s��B1,g��B2

for sources in the left well and receivers in the right
ell. The redatumed shot gather can be migrated to give the reflec-

ivity image. The velocity model of the salt and layers above are not
eeded because the VSP data are transformed to be apparent cross-
ell data with virtual sources and receivers in the well. Transmission

raveltime tomography can be performed on these data by using the
edatumed direct arrivals in the left and right wells.

Instead of redatuming wavefields by Green’s theorem, we can re-
atum traveltimes by Fermat’s principle. According to Fermat’s
rinciple, the redatumed traveltimes �Schuster, 2005a, b� can be
ound by picking the direct-wave traveltimes along each well and
alculating their minimum difference:

�̃ s�g�
direct�s��B1,g��B2

= mins�B0
��̃g�s

direct − �̃s�s
direct� , �19�

here the tildes denote picked direct-wave traveltimes in the VSP
ata. Here, �̃s�g� is the redatumed direct-wave traveltime for a source
t s� in the left well and g� is a receiver in the right well.

Similarly, the redatumed reflection traveltimes are computed by
sing a slightly different version of Fermat’s principle:

�̃ s�g�
refl �s��B1,g��B2

= mins�B0
��̃g�s

refl − �̃s�s
direct� , �20�

igure 4. �a� VSP shot gathers recorded along the two wells can be
ransformed into �b� an apparent crosswell data set after interfero-

etric correction �for wavefields� or Fermat correction �for travel-
imes�.
Downloaded 25 Nov 2011 to 109.171.137.210. Redistribution subject to 
here �̃g�s
refl is the picked traveltime of the reflections in the right well.

ermat’s principles have been used for a wide variety of tasks, in-
luding the prediction of traveltimes for multiples from primary
raveltimes �Asakawa and Matsuoka, 2002; Reshef et al., 2003�.

WHY CORRELOGRAM SUMMING
EQUALS EXTRAPOLATION

Why does the summation over the VSP correlograms in equation
produce correlograms excited by virtual sources buried at s� rather

han sources at the surface? The answer can be found by examining
he single scatterer model in Figure 3a. Here, the downgoing and up-
oming data are given by

D�s��s� = ei��̃s�s; U�g��s� = ei��̃
g�x�s
refl

, �21�

here geometric spreading and reflection effects are ignored, �̃ g�x�s
refl

s the traveltime associated with the solid specular reflection ray in
igure 3a, and �̃s�s is the traveltime for the direct arrival denoted by

he dashed ray.
Plugging equation 21 into equation 5 yields

�22�
here i�� �̃g�x� + �̃x�s�� is added and subtracted in the exponential ar-
ument. The specular reflection traveltime � g�x�s

refl is always less than
he diffraction time �in a small neighborhood around the specular re-
ection point� in Figure 3a, unless the surface source location at s co-

ncides with the open star at so in Figure 3b. In this case, the phase of
he integrand’s exponential is zero because the diffraction and spec-
lar reflection traveltimes are equal. This source location s → so, ac-
ording to stationary-phase theory, makes the maximum contribu-
ion to the integral. Thus, equation 22 asymptotically becomes

��g��s�� � Cei���̃g�x�+�̃x�s��, �23�

here C is the asymptotic constant. Except for the constant C,
�g��s�� enjoys the kinematics of a reflection arrival for a source bur-

ed at s� and a buried receiver at g� with a specular reflection at x�.
his is the definition of data kinematically redatumed such that the
eld resulting from a surface source has been extrapolated to the bur-

ed drillstring.

ransforming pegleg multiples into primaries

What about events such as pegleg multiples generated at the sur-
ace to become downgoing events recorded along the receiver string
see Figure 5a�? In this case there will be a downgoing pegleg multi-
le

D�s��s��s�B0;s��B1
= ei��

s�s
peg

�24�

hat will generate an upgoing pegleg multiple reflection denoted as

U�g��s��s�B0;g��B1
= ei��

g�x�s
peg

, �25�

here �g�x�s is the specular pegleg reflection recorded at g� shown in
igure 5a. The correlated data are given by
SEG license or copyright; see Terms of Use at http://segdl.org/
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��g�,s�,s� = ei���
g�x�s
peg

−�
ss�
peg�. �26�

fter summation over all source points s, the traveltime of the down-
oing pegleg recorded at s� will cancel part of the downgoing portion
f the pegleg reflection traveltime recorded at g� under the station-
ry-phase approximation �see Figure 5b�. Thus, the traveltime of the
pgoing pegleg reflection transforms into that of a quasi-primary re-
ection excited by a secondary source at s� along the well and re-
orded at g�.

CONCLUSIONS

We have reviewed the theory underlying both model-based and
orrelation-based redatuming methods. The natural methods �day-
ight imaging, interferometric imaging, reverse-time acoustics, vir-
ual-source imaging� are superior to the model-based methods in
hat they do not require a velocity model and they eliminate statics at
ither the source and/or receiver locations. They can be used to reda-
um surface data to other datum levels.All natural redatuming meth-
ds can be described as summing weighted correlations of the traces
or all of the source �and sometimes receiver� positions. These meth-
ds differ from one another by their choice of weights. In the fre-
uency domain, we have the following �correlation weight, redatum
ethod� pairs: �1, daylight imaging�, �inverse source wavelet, inter-

erometry�, �inverse trace, virtual source�, �Hessian inverse, least-
quares interferometry�, and �1, RTA�. Least-squares interferometry
nd virtual-source imaging methods are potentially the most power-
ul because they account for the limited aperture and discrete sam-
ling of the source and recording arrays. On the other hand, the inter-
erometric imaging strategy is more flexible in that it can precisely
arget selected events for imaging, leading to a variety of applica-
ions such as redatuming methods for CDP reflections, converted
aves, transmission waves, and pegleg multiples.
There are two main limitations of interferometric imaging meth-

ds for surface CDP data. First, the reference reflections must be
dentified and windowed. These windowed reference events can be
orrelated with either the traces or their picked traveltimes, which
sually involves time-consuming user interaction. Well logs should
e used to reduce misinterpretation of a multiple as a primary refer-
nce reflection. However, a potential benefit of entire-trace interfer-
metric datuming is the potential to automatically account for near-

igure 5. For fixed s� and x� positions, the traveltime difference be-
ween the solid pegleg specular and dashed pegleg diffraction rays is

inimized when the solid star at s coincides with the open star at so.
his traveltime difference is nonzero in �a� but zero in �b�.
Downloaded 25 Nov 2011 to 109.171.137.210. Redistribution subject to 
urface multipathing arrivals that pass through the new datum level.
econd, a rough estimate of the reference reflector’s shape should be
nown to estimate the correct one-way traveltime from the two-way
eference reflection time. The estimate of the reference reflector’s
hape can be made from the migration section.

A spin-off of interferometric wavefield imaging is the develop-
ent of Fermat’s interferometric principles for redatuming travel-

imes associated with direct waves �transmission tomography�, re-
ection waves �reflection traveltime tomography�, or multiple re-
ections �multiple reflection tomography�. Interesting applications

nclude transforming VSPdata into crosswell data. Finally, crosscor-
elation of data is not needed for redatuming by seminatural Green’s
unctions. This procedure is no more expensive than Kirchhoff mi-
ration and could reduce artifacts in migration images at the extra
xpense of picking or windowing about selected events.

All of these data-based redatuming methods enjoyed an indepen-
ent genesis, yet they share the same fundamental operation: cross-
orrelation and summation over source and/or geophone positions.
hese methods can be considered as special cases of interferometric

east-squares redatuming, where each case selects a different ap-
roximation to the inverse Hessian. With specular interferometry, no
orrelation is needed, but the redatuming condition is derived from
he crosscorrelation equations.
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