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SUMMARY THEORY

In this paper, we present a new reverse time migration method In the frequency domain, reverse time migration of a shdigat
for imaging salt flanks with prism wave reflections. It con- d(xg|xs) can be expressed as

sists of four steps: (1) migrating the seismic data with emrv

tional RTM to give the RTM image; (2) using the RTM im-  Mhig(X|xs) = » . > w*W*(w)G" (X|xs)G" (X|Xg)d(Xg|Xs),
age as a reflectivity model to simulate source-side reflestio w g

with the Born approximation; (3) zero-lag correlation oéth @
source-side reflection wavefields and receiver-side wausfie ~ Where Mrig(x|xs) is the migration image of the shot at,
to produce the prism wave migration image; and (4) repeating W(w) is the source spectrunxg indicates the receiver loca-
steps 2 and 3 for the receiver-side reflections. An advantage!ion. G(x|xs) is the Green’s function from a sourcexatto x;

of this method is that there is no need to pick the horizontal This Green’s function is computed by a finite-differenceusol
reflectors prior to migration of the prism waves. It also sep- tion to the wave equation. Theindicates complex conjugate.
arately images the vertical structures at a different steyet For simplicity, the angular frequenay is silent in the notation
duce crosstalk interference. The disadvantage of prismeway ©Of the Green's functio and data functionl.

migration algorithm is that its computational cost is twibat

of conventional RTM. The empirical results with a salt model
suggest that prism wave migration can be an effective method
for salt flank delineation in the absence of diving waves.

For the velocity model in Figure 1a, the recorded data con-
tain prism waves. The yellow arrows in Figure la indicate
the ray path for a prism wave excited @ z) = (4.5,0) km

and recorded atx,z) = (2.5,0) km, and Figure 1b depicts the
wavepath (Luo and Schuster, 1991) of the prism wave gener-
ated by a source with a 20-Hz Ricker wavelet. The recorded
INTRODUCTION

(a) A Two-layer Velocity Model

Vertical structures such as salt flanks are usually not iHum
nated by primary reflections and so cannot be well imaged by
conventional migration methods (Hale et al., 1992). If oa th
other hand strong diving waves are present, they can be re-
flected from the salt flank, recorded on the surface, and mi- 0 2 4 6
grated by a two-way migration method, such as Kirchhoff mi- (b) The B D e e

gration (Ratcliff et al., 1991, 1992) or reverse time migrat y

(RTM) (Baysal et al., 1983; McMechan, 1983; Whitmore, 1983)
Even a one-way migration method can be modified (Hale et al.,
1992) to incorporate diving waves for salt flank imaging.

Depth (km)

Depth (km)

If the diving wave is not extant due to the absence of a strong

: R L. . . Offset (km)
velocity gradient or a limited recording aperture, prismves {C) The Trace Recorded at the Triangle

can be migrated to illuminate vertical reflectors. A prismvea
is defined to be a doubly scattered wave from, typically, a ver
tical reflector, as illustrated by the ray diagram in Figuae 1

Amplitude
il

With reverse time migration, the migration of the prism wave > 4

can be accommodated in the process by embedding the subhor- Time (s)

izontal reflection boundaries in the velocity model (Jortes.e

2007). However, incorporating the sharp boundaries ingo th  Figure 1: (a) A velocity model with a horizontal reflector and

velocity model is not trivial, and the complex migration eel a vertical reflector. The yellow arrows indicate the ray path

ity will excite complex wavefields that lead to artifacts hret for a prism wave from the source at the star to the receiver at

RTM images (Liu et al., 2011). Another problem is that prism the triangle; (b) The wave path of the prism wave with a 20-

waves are doubly scattered waves, which are usually weakerHz Ricker wavelet; and (c) The trace recorded at the triangle

than primaries, so that the contribution from the prism vgave The two arrivals in the red window are the reflections from the

might be weak. In this paper, we propose a new RTM method horizontal reflector and the prism wave in panel (b).

for migrating the prism waves separately from the other cefle

tors by utilizing the migration image from conventional RTM  trace is plotted in Figure 1(c) with a red window outliningeth
reflection from the horizontal reflector and the prism waver. F

(=]
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simplicity, we mute the direct wave and diffractions frone th
trace to keep only the part in the red window

d(xg[xs) = 2

whered; (Xg|xs) and dx(xg|xs) denote the first-order scatter-

ing reflection wave and the doubly scattered prism wave, re-
spectively. When the horizontal reflector is extracted from
the migration images and embedded in the migration velocity
model (Figure 2a), conventional RTM can correctly migrate

d1(Xg|Xs) + d2(Xg[Xs),

the prism waves to image the vertical reflector (Jones et al.,

2007). In this case, the Green’s function calculated with th
migration velocity in Figure 2a contains two arrivals: a di-
rect wave arrival and a reflection from the horizontal reflec-

tor Therefore, the Green’s functions in equation 1 can be de-

composed into two parts3(x|xs) = Go(X|xs) + G1(X|xs), and
G(X|xg) = Go(X|Xg) + G1(x|Xg), whereGo andG; denote the
direct and the reflected waves, respectively. Note thatig th
caseGy is a downgoing wave an@; is an upgoing wave.

When the data in the red window of Figure 1(c) are migrated
with the velocity model in Figure 2a, the migration image is
shown in Figure 2b, and is mathematically described by

sz *

[Go(X[xg) + Gl(X|Xg)] [d1(Xg|Xs) +d2(Xg|Xs)]
First Ellipse~O(r)

Myig(X|Xs) = ) [Gy(X|xs) + G (XXs)]

= sz " (W) Gy (X|Xs) Go (X[xg)da (Xg|Xs) ®3)
Second Ellipse~O(r2)
+ sz " () Gg(X[Xs) Go (X|Xg)d2(Xg Xs) (4)
Left Rabbit Ear~O(r?)
+ ZWZW* )G1(X[Xs)Go (X[Xg)d1 (Xg|Xs) (5)
Right Rabbit Ear~O(r?)
+ ZwZW* )G (x|Xs) G (X|Xg)d1 (Xg|Xs) (6)
First Prism Wave Kernel~O(r3)
+ sz * ()G (X|xs)Go (X|Xg) d2(Xg Xs) (7)
Second Prism Wave Kernel ~O(r?)
+ ZwZW* )Gy (X|xs)G1 (X|xg)d2(XglXs)  (8)
+ other terms.

Note that the summation over the receigés omitted because
there is only one trace in this example. With the assumption
that the reflection coefficient is the angle-independenieml|

the amplitude of the direct wave Green’s functiGg is on the
order ofO(1) and the amplitude of the reflection wag is on

the order ofO(r). Similarly, d; is with strength ofO(r). The
prism waved, is a doubly scattered wave and its amplitude is
on the ordeiO(r?). As an example, the first prism wave term

© 2013 SEG
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in equation 7 ha®(r3) because it is a product of thb term
with amplitudeO(r?) and the migration kerneB; x G, with
strengthO(r). With these assumptions, the amplitude of each
term in the above equation can be expressed in termsasf
shown in the labels.

(a) The Velocity Model with a Horizontal Reflector

0 2 4 6

Offset (km)

Figure 2: (a) The homogeneous velocityk{®/s) with a hori-
zontal reflector embedded.Bkm/s); (b) The migration image
of the data within the red window in Figure 1c with the veloc-
ity model in panel (a).

Figure 2b shows two ellipses. The first one corresponds to the
migration kernel in equation 3 with the strongest amplitude
O(r). When the prism wave is migrated as a primary wave (the
term in equation 4), it shows up as the second ellipse in Fig-
ure 2b with an amplitud®(r?). This ellipse is an artifact. The
migration kernels in equations 5 and 6 correspond to these tw
“rabbit ears” with the strengtfd(r?). Equations 7 and 8 con-
tain the migration kernels for the prism waves correspogdin
to these near-vertical curves in Figure 2b and their angbditu
are on the order o®(r3), which are much weaker than other
kernels, so in the migration image, the vertical reflectoofis
weaker amplitude compared to the horizontal ones.

If the migration kernels in equations 7 and 8 can be com-
puted directly, the prism waves can be directly migratedhwit
out crosstalk interference. In the following section, freqcy
domain formulas are used for mathematical simplicity, bet t
numerical calculation is actually computed in the time doma
by a finite-difference solution to the space-time acoustwav
equation. Given a smooth migration velocity (homogeneous
velocity in this example) and a migration image of the hamizo
tal reflector, the Green’s function for the reflected wave loan
computed with the Born approximation (Beylkin, 1985; Stolt
and Benson, 1986) by a Born modeling operator

G1(X|xs) = / w?my (X')Go (X' [xs)Go(X'|X)dX’,  (9)

¥

wheremy (X') is the reflectivity model representing the hori-
zontal reflector, and the Green’s functi@y is calculated us-
ing the migration velocity. Plugging equation 9 into eqoati
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7, we get
Mgl = DA (@) [ i) )
G PO G g
= > [ W (@G pem(x)
G PO G
= ;wZ[Pl(x|xS>1*[Qo<x|xS)1, (10)
with
Puliie) = [ GPW(@)Golx xa)mu(X)GolX e
Qolxixs) = Gi(xlxg)da(xgxs) 1)

Numerically, Py (x|xs) are computed with two finite-difference
simulations in the time domain to solve the following two agu
tions

(V2 + wW?S3(X))Po(X|Xs) = —W()8(X — Xs);

(V2 + W?S2(X))PL(X|Xs) = —w?my(X)Ps(X|Xs),  (13)
where the slownessy(x) is the reciprocal of the migration
velocity model. The receiver-side wavefigQh(x|xs) can be
computed by solving

(V2 + w?$5(x))Qo(X|Xs) = —02(XgXs) 3 (X —Xg).

Note the wavefield propagates backward in time when solv-
ing the above equation in the time domain with the finite-

(12)

(14)

difference method. When there is more than one trace in theficients is not under the scope of this paper.

shot gather, all the traces act as source wavelets of paints®
at their respective recording locations, which implies exsu
mation over the receivey. In summary, prism wave migration
requires three finite-difference simulations (equatiofs 113,

to generate diving waves for the short recording apertura of
6 km long receiver array.

The 301 shot gathers are migrated with the smooth migration
velocity in Figure 3b by a conventional RTM method, and the
resultis shown in Figure 4a. This image clearly illuminates
subhorizontal reflectors, but only a few diffractors arehlis
along the salt flank.

The prism wave migration method uses the smooth migration
velocity (Figure 3b) and the conventional RTM image (Fig-
ure 4a) to image the salt flank so that modification of the mi-
gration velocity is avoided. Figure 4b shows the prism wave
migration image, where the salt flank is clearly imaged with
strong amplitudes. However, this image contains some gtron
artifacts originated from Figure 4a, marked by white arrows
When these artifacts in Figure 4a were treated as real reflec-
tors, additional artifacts were generated in Figure 4b,clhi
are also marked by white arrows.

To further improve the image quality, we apply a dip filter to
Figure 4a to keep only the subhorizontal reflectors, and the
result is shown in Figure 5a. Then, the proposed method is
applied with the filtered image and the smooth velocity model
to migrate the prism waves to produce the image in Figure 5b,
which contains fewer artifacts compared to Figure 4b. Fig-
ure 6a shows the image in Figure 5b after dip filtering to keep
only the subvertical reflectors. The final image is produced
by summation of the migration images in Figures 5a and 6a
to give Figure 6b, which is the migration image with the best
quality. Theoretically, these two partial images shoulave@ghted
according true reflection coefficients of the horizontal sad

tical reflectors. However, estimation of true reflection feoe
Currently, the
weighting factors for both partial images are chosen empiri
cally.

and 14) to calculate the image corresponding to the term in pjscussiON AND CONCL USION

equation 7.

The term in equation 8 can be computed in a similar way. In
summary, it requires four finite-difference simulationstin

tal. Compared to conventional RTM, its computational cest i
doubled. The advantages of this approach are as follows: (1
It avoids modifying the migration velocity as in conventibn
RTM of prism waves; (2) vertical structures are imaged in a
separate step and reduces the crosstalk interference dietwe
different phases.

NUMERICAL RESULTS

Prism wave RTM can be used to delineate the vertical bound-

aries of a salt flank. In the velocity model shown in Figure 3a,
an irregular salt body is placed along the left boundary. The
model size is 60k 601 points with a 10 m grid interval. The

In this paper, we proposed a new method for migrating prism
waves by RTM. There are two steps to the method: (1) Con-
ventional RTM is applied to the data to estimate the geometry

)of the horizontal reflectors near the salt flank; (2) Prismevav

RTM is applied to the data again, except the prism imaging
condition is used rather than the conventional one. Dip fil-
tering can also be applied to the images to reduce noise. In
the example of the salt model, the salt flank can be imaged
by embedding the horizontal reflectors in the velocity model
which is not trivial, but the best image is obtained by summa-
tion of two dip filtered partial migration images: one fronmeo
ventional RTM and the other from the migration of the prism
waves. The disadvantage of prism wave RTM is that its com-
putational cost is twice that of conventional RTM. The empir
ical results suggest that the proposed method can migrate th
prism waves correctly to delineate salt flanks and improee th

seismic survey contains 301 shots fired at a depth of 10 m with Image quality with the help of dip filtering.

an everx-sampling of 20 m. Every shot is recorded with 601

receivers at a 10 m depth and a 10 m receiver interval along the

x-axis. In this case, the velocity gradient is not strong efmou
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(a) A Salt Model Kkmis

i

(b) Smooth Migration Velocity
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(a) RTM Image after Dip Filtering
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Figure 3: (a) A velocity model with a salt body on the left Figure 5: (a) The RTM image obtained with the smooth mi-
side; (b) The smooth migration velocity model without thit sa  gration velocity model after dip filtering to keep subhornzal
body. reflectors only; (b) The RTM image of the prism waves.

(a) RTM Image (a) RTM Image
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Depth (km)

Depth (km)

Offset (km)
Offset (km)

Figure 4: (a) The RTM image obtained with the smooth mi-

gration velocity model. Along the salt boundary, only a few Figure 6: (a) The RTM image of the prism waves after dip fil-
diffractors are visible; (b) The RTM image of the prism waves tering for subvertical reflectors only; (b) The sum of twotgr
with the same velocity model. The irregular salt boundary is images: one from conventional RTM and one from migration
well imaged. White arrows point to artifacts. of the prism waves.
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