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\[ J_i(\delta m_i) = \frac{1}{2} \| W_i \triangle d (m_i + \delta m_i) \|_2^2. \]

- The re-weighting operator \( W_i \) excludes cycle-skipped events.

- Examples:
  - Multi-scale approach of FWI, where \( W_i \) is a low-pass filter [Bunks et al., 1995].
  - Hierarchical approach of seismic full-waveform inversion [Asnaashari et al., 2012].
  - Offset selection to avoid cycle-skipping [Al-Yaqoobi and Warner, 2013].
  - Adaptive data selection [Bi and Lin, 2014].
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- Can we updated the background model using reflections?
- 3 layers test: 6 km offset, 4-10 Hz

- 1 m/s update per iteration. The problem is \textit{slow convergence}. 
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- We need a solution where the coupling is reduced!!
Decoupling and domain decomposition

- The **brute-force** approach for decoupling is to solve for single $v(k_z, k_x)$ at a time, simultaneously with the tomographic low wavenumber components of the model.
Decoupling and domain decomposition

- The **brute-force** approach for decoupling is to solve for single $v(k_z, k_x)$ at a time, simultaneously with the tomographic low wavenumber components of the model.
The brute-force approach for decoupling is to solve for single $v(k_z, k_x)$ at a time, simultaneously with the tomographic low wavenumber components of the model.
The **brute-force** approach for decoupling is to solve for single $v(k_z, k_x)$ at a time, simultaneously with the tomographic low wavenumber components of the model.
Decoupling and domain decomposition

- The brute-force approach for decoupling is to solve for single \( v(k_z, k_x) \) at a time, simultaneously with the tomographic low wavenumber components of the model.

- This is a domain-decomposition approach where the Gauss-Seidelization is performed on wavenumber components covered by the diffraction terms.
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- **Domain decomposition** can be achieved efficiently by **functional decomposition** (i.e. by regrouping the terms in the objective function and then solving individual terms sequentially).
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- Relations between the wavenumbers and the data/image coordinates [Sirgue and Pratt, 2004] give the basis for functional decomposition

\[
k_z = 2 \frac{\omega}{v} \cos \theta \quad \rightarrow \quad J_i (\delta m_i) = \frac{1}{2} \sum_\theta \| W^\theta_i \Delta d^\theta_i (m_i + \delta m_i) \|^2,
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\[
k_z = 2 \frac{\omega}{c} \frac{z}{\sqrt{h^2 + z^2}} \quad \rightarrow \quad J_i (\delta m_i) = \frac{1}{2} \sum_h \| W^h_i \Delta d^h_i (m_i + \delta m_i) \|^2.
\]

- We will proceed to Gauss-Seidel iterations with the constant-offset formulation...
FWI with Gauss-Seidel-Newton iterations

1. **Regroup** the terms (functional decomposition) in the objective function based on offsets

\[
J_i(\delta m_i) = \frac{1}{2} \sum_{h}^{N} \|W_i^h \triangle d_i^h (m_i + \delta m_i)\|^2.
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2. Perform **constant-offset FWI sequentially** (offset-rolling)

   \[ \delta m_i^h = \delta m_i^{h-1} + \arg\min_x \| W_i^h \Delta d_i^h (m_i + \delta m_i^{h-1} + x) \|^2. \]

3. **Update** the initial model for the next stage

   \[ m_{i+1} = m_i + S_i \delta m_i^N \]

   ▶ **S** is the under-relaxation operator, which performs Gaussian smoothing over the commutative updates from the constant-offset FWIs.
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Find the **anchor reflections**; i.e. portion of the data containing the apex of a reflection move-out (i.e. $\nabla \tau (h, x) \approx 0$).

For layered media, anchor reflections can be found in near-offset traces.

Why? anchor reflections are unlikely to be cycle-skipped.
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**Select un-cycle-skipped data**
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Is all data inverted with acceptable mode?
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Synthetic data test 1

2D full aperture acquisition parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shot spacing</td>
<td>20 m</td>
</tr>
<tr>
<td>Receiver spacing</td>
<td>10 m</td>
</tr>
<tr>
<td>Offset range</td>
<td>0 - 6 km</td>
</tr>
<tr>
<td>Frequency range</td>
<td>4 - 10 Hz</td>
</tr>
<tr>
<td>Modeling</td>
<td>constant-density acoustic TDFD</td>
</tr>
<tr>
<td>Inversion</td>
<td>constant-density acoustic TDFD (inversion crime)*</td>
</tr>
</tbody>
</table>

True Model

Initial Model
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Synthetic data test 2

2D streamer acquisition parameters:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Shot spacing</td>
<td>40 m</td>
<td>Receiver spacing</td>
</tr>
<tr>
<td>Offset range</td>
<td>0 - 6 km</td>
<td>Frequency range</td>
</tr>
<tr>
<td>Modeling</td>
<td>variable-density elastic TDFD</td>
<td>Inversion</td>
</tr>
</tbody>
</table>
FWI with the proposed strategy

Proposed FWI
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Proposed FWI
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FWI stage 1

Depth [m]

Distance [m]

Velocity [m/s] 1351.05 3980.66

500 m
Synthetic data test 2 results

FWI stage 42

Depth [m]

Distance [m]

Velocity [m/s] 1351.05 3980.66
Synthetic data test 2 results

Normalized residual

RMS

0.2

1

Standard FWI Iteration

Equivalent
GOM field-data parameters

2D streamer acquisition parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shot spacing</td>
<td>37.5 m</td>
</tr>
<tr>
<td>Receiver spacing</td>
<td>12.5 m</td>
</tr>
<tr>
<td>Number of receivers</td>
<td>480</td>
</tr>
<tr>
<td>Number of shots</td>
<td>266</td>
</tr>
<tr>
<td>Offset range</td>
<td>200m - 6.2 km</td>
</tr>
</tbody>
</table>

Offset: 198 - 6,184 m

Time [s] Sea bottom

2.8

0 -1 Hz  0 -2 Hz  0 -3 Hz

Time [s] Offset [km]
GOM field-data preprocessing

1) 0-10 Hz Bandpass

2) Mute transmitted waves

▶ Assume a minimum phase source wavelet.
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Initial model
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Velocity [m/s]:

0 10 0 3
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GOM field-data results

Proposed FWI (40 Stages)
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Liabilities and limitations

- Because we invert over small data subsets:
  - Good signal-to-noise ratio is required for a stable inversion.
  - Current implementation shows sensitivity to poor illumination.
- The design of the relaxation operator $S$ is empirical and relay on prior information (i.e. smoothing along dips).
- Starting from fast models is better than starting from slow models.
- The strategy can be 3x-10x more costly than standard FWI depending on how wrong the initial velocity model.
Conclusions

▶ We analyzed the slow convergence and its relation to the problem of coupling.

▶ We proposed a Gauss-Seidel-Newton FWI for inaccurate smooth starting models.

▶ Synthetic data tests and preliminary application to field data illustrate the ability of FWI to update the low-wavenumber components of the velocity model.

▶ Constant-offset formulation is easy to understand and implement, but it's not suitable for complex media (functional decomposition \( \neq \) domain decomposition).

▶ Implement alternatives to constant-offset formulation (maybe single scattering angle formulation).
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Conclusions

▶ We analyzed the slow convergence and its relation to the problem of coupling.

▶ We proposed a Gauss-Seidel-Newton FWI for inaccurate smooth starting models.

▶ Synthetic data tests and preliminary application to field data illustrate the ability of FWI to update the low-wavenumber components of the velocity model.

▶ Constant-offset formulation is easy to understand and implement, but its **not suitable for complex media** (functional decomposition ≠ domain decomposition).
  
  ▶ Implement alternatives to constant-offset formulation (maybe single scattering angle formulation).
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Relation to extended-domain FWI

- The non-linear Gauss-Seidel iterations
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- The Gauss-Seidel-Newton FWI

\[ \delta \mathbf{m}_i^h = \delta \mathbf{m}_i^{h-1} + \arg \min_x \| \mathbf{W}_i^h \triangle d_i^h (\mathbf{m}_i + \delta \mathbf{m}_i^{h-1} + \mathbf{x}) \|^2. \]
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Relation to extended-domain FWI

- The non-linear Gauss-Seidel iterations
  \[ x_i^{k+1} = \arg \min_y J(x_1^{k+1}, \ldots, y, \ldots, x_n^k). \]

- The non-linear Jacobi iterations
  \[ x_i^{k+1} = \arg \min_y J(x_1^k, \ldots, y, \ldots, x_n^k). \]

- The Gauss-Seidel-Newton FWI
  \[ \delta m_i^h = \delta m_i^{h-1} + \arg \min_x \| W_i^h \Delta d_i^h (m_i + \delta m_i^{h-1} + x) \|^2. \]

- The Jacobi-Newton FWI
  \[ \delta m_i^h = \arg \min_x \| W_i^h \Delta d_i^h (m_i + x) \|^2. \]

- The gradient of Jacobi-Newton FWI is equivalent to the gradient FWI with surface-offset extension, at the 1st non-linear iteration.
Relation to extended-domain FWI

However,

- Gauss-Seidel-Newton FWI is **NOT** immune to cycle-skipping. That’s why we need $W_i h$.

- Sequencing the inversion eliminates the need for a focusing/annihilation term in the objective function.

- Gauss-Seidel-Newton FWI has lower memory requirements.