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SUMMARY

We present a method for inverting seismic reflections using
full-waveform inversion (FWI) with inaccurate starting mod-
els. For a layered medium, near-offset reflections (with zero
angle of incidence) are unlikely to be cycle-skipped regard-
less of the low-wavenumber velocity error in the initial mod-
els. Therefore, we use them as a starting point for FWI, and
the subsurface velocity model is then updated during the FWI
iterations using reflection wavepaths from varying offsets that
are not cycle-skipped.
To enhance low-wavenumber updates and accelerate the con-
vergence, we take several passes through the non-linear Gauss-
Seidel iterations, where we invert traces from a narrow range
of near offsets and finally end at the far offsets. Every pass
is followed by applying smoothing to the cumulative slowness
update. The smoothing is strong at the early stages and re-
laxed at later iterations to allow for a gradual reconstruction
of the subsurface model in a multiscale manner. Applications
to synthetic and field data, starting from inaccurate models,
show significant low-wavenumber updates and flattening of
common-image gathers after many iterations.

INTRODUCTION

The goal of FWI (Tarantola, 1984; Virieux and Operto, 2009)
is to infer a subsurface model by minimizing the difference
between the observed and calculated data. The FWI misfit
function, however, is known to be non-linear with many lo-
cal minima, often caused by cycle-skipping (Gauthier et al.,
1986). Therefore, local-gradient optimization algorithms often
get stuck at a local minimum providing implausible subsurface
models.

A set of methods have been developed to mitigate the cycle-
skipping problem, while maintaining the original FWI formu-
lation. Cycle-skipped events are excluded by filtering in differ-
ent transform domains (Bunks et al., 1995; Asnaashari et al.,
2012), or by evaluating the phase lag between the observed
and calculated data for each event and muting cycle-skipped
events (Bi and Lin, 2014). In general, such methods apply
FWI in multistages. At every stage, part of the data is inverted
using the objective function

Ji (δmi) =
1
2
‖Wi4d(mi +δmi)‖2

2 , (1)

where the subscript i denotes the stage number, 4d is the dif-
ference between the observed and calculated data, Wi is a
weighting operator that excludes (by multiplication by zero)
the cycle-skipped events in the data. mi is the initial model at
the i−th stage, and δmi is the cumulative model updated to the
initial model mi needed to fit the data. After each stage, a new
model is computed

mi+1 = mi +δmi, (2)

where mi+1 is the initial model for the following stage. Note
that at each stage the objective function is minimized with
many iterations. As the model is gradually updated, previously
cycle-skipped events become uncycle-skipped and the weight-
ing operator is updated accordingly to include new uncycle-
skipped events in the next stage. Such approaches are ef-
fective for inverting transmitted waves (direct arrivals, head
waves, and diving waves) which cover the shallow sections
of the Earth. However, they are insufficient for updating the
background velocity model using reflections below the reach
of transmitted waves.

It is believed that the primary cause of FWI failure in updating
the low-wavenumber components of the model is the weakness
of the tomographic terms in the update kernels of FWI (Zhou
et al., 2012). Therefore, several approaches for enhancing the
tomographic components were proposed for reflection FWI
while minimizing the difference between the observed and cal-
culated data (Zhou et al., 2012; Xu et al., 2012; Wang et al.,
2013; Brossier et al., 2013). Such approaches use scale sepa-
ration between high-wavenumber and low-wavenumber com-
ponents of the model where they are inverted at every iteration
in separate steps: the imaging step (where the reflectors are
mapped in the subsurface) and the tomography step, where the
low-wavenumber updates are computed based on the data mis-
fit function.

There are two main disadvantages to the proposed approaches.
First, they are based on the single scattering assumption, and
therefore higher-order scattering can not be handled accurately.
In addition, the transmitted waves have to be removed from
the data before inversion. The second disadvantage is that the
implementations bear the additional cost of several wavefield
simulations needed in the imaging and the tomography steps.
To avoid the single scattering assumption and the additional
costs, AlTheyab et al. (2013) proposed using Gauss-Newton
optimization when inverting reflections using FWI, where low-
wavenumber updates along reflection-wavepaths are naturally
enhanced within the FWI iterations.

However, the success of all aforementioned solutions for up-
dating the low-wavenumber components is limited to recover-
ing localized mid-wavenumber anomalies when the reflectors
are close to their accurate positions, which requires an accurate
starting model. This raises the question whether the weakness
of reflection wavepaths is the sole cause for the failure in up-
dating the low-wavenumber components of the model.

We believe that the main problem is the coupling between the
low-wavenumber components of the model to all the high-
wavenumber components, as well as the contradicting updates
along reflection wavepaths from different angles of incidence.
To solve this problem, we propose splitting the FWI prob-
lem at each stage such that we sequentially invert a narrow-
offset range of traces, starting with the short offsets and end-
ing at the far offsets. We will refer to FWI with a narrow-
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FWI for Reflections

Figure 1: Geometrical configuration for a source and a receiver
with a horizontal interface.

offset range as constant-offset FWI. In each constant-offset
FWI, Gauss-Newton optimization is used, and the final ve-
locity model of a constant-offset FWI is the initial model to
the following constant-offset FWI. This approach is closely
related to the non-linear block Gauss-Seidel iteration method
with overlapping blocks (Tai, 1992; Gutiérrez et al., 2011).
Here, each constant-offset FWI is naturally tuned for enhanc-
ing low-wavenumber updates along reflection wavepaths. In
the following sections, we will elaborate on the coupling prob-
lem and the proposed solution to enhance the low-wavenumber
updates. Later, we show the results of applying the proposed
method to synthetic and field data, where low-wavenumber er-
rors in the starting model are corrected after many stages. Fi-
nally, we comment on the generalization of the method.

THEORY

For a reflection or scattering event, there are a group of re-
ceivers along a planar surface where the travel-time gradient
of the specified reflection is zero (∇τ (x,y) ≈ 0), which maps
to stationary events in the data where the apparent velocity is
zero. This is usually true for near-offset reflections from a lay-
ered medium. Such events are unlikely to be cycle-skipped
during FWI for any smooth starting model. Therefore, we de-
sign the weighting operator W in equation 1 to only allow such
uncycle-skipped event into FWI, and the windows are gradu-
ally widened to include more uncycle-skipped data as we pro-
ceed to later stages with an improved initial model. This pro-
cess can be automated such that cycle-skipping is detected in
an adaptive manner as in Bi and Lin (2014).

This multistage FWI with automatic detection and exclusion of
cycle-skipping is extremely slow and impractical if the starting
model contains significant low-wavenumber errors. That is be-
cause subsurface reflectors will be mispositioned in the early
iterations, and the positioning has to be gradually corrected
with a large number of iterations. To illustrate the cause of
slow convergence, we consider the following scenario.

Consider a horizontally invariant two-layer model shown in
Figure 1 which will give a single reflection from the deep in-
terface between the two layers. For a homogeneous starting
velocity model, the angle of incidence, for a horizontally in-
variant model, is related to the model wavenumber via the re-
lation (Sirgue and Pratt, 2004)

kz = 2
ω
c

cosθ , (3)

Figure 2: The wavenumber coverage from diffraction terms
and tomographic (reflection transmission) terms of different
frequencies.

where ω , c, and θ are, respectively, the angular frequency, the
initial velocity, and the angle of incidence. When there are
low-wavenumber errors in the initial velocity model, the model
phase φ (kz) will be a weighted average of the phases from dif-
ferent angles and frequencies that cover the same wavenumber
kz (i.e. the apparent depth of the reflector will be a weighted
average of apparent depths from different angles). At the sec-
ond iteration, phase delays of predicted specular events will
vary depending on the angles of incidence θ . It follows, then,
that there will be both positive and negative phase delays be-
tween the observed and calculated waveforms depending on
the angle of incidence.

In the following FWI iterations, the mispositioned reflector
will act as a secondary source for updating the low-wavenumber
components of the model via reflection wavepaths. Figure 2
shows the wavenumber coverage for a model with a single re-
flector (see Mora (1989) for details) where the tomographic
terms are related to reflection wavepaths. Even though there is
little overlap between the wavenumber coverage between the
diffraction terms from different frequencies and angles of in-
cidence, the corresponding tomographic terms are completely
overlapping at the small wavenumbers near the origin. This
illustrates the strong coupling between the high wavenumbers
(from different angles and frequencies) and the low wavenum-
bers reconstructed by the tomographic terms in Figure 2. There-
fore, the positive and negative phase errors result in conflicting
updates in the tomographic terms (i.e. the overlapping zone in
Figure 2), and, consequently, negligible low-wavenumber up-
dates from reflection residuals.

To resolve the strong coupling and the conflicting updates, the
objective function in equation 1 at the i−th stage, is regrouped
into different terms based on source-receiver offset,

Ji (δmi) =
1
2

N∑

h

∥∥∥Wh
i4dh

i (mi +δmi)
∥∥∥

2
, (4)

where the superscript h denote the offset index and N is the
number of offsets bins in the data. For the model in Figure 1,
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FWI for Reflections

the source-receiver offset is directly related to angle of inci-
dence θ by the relationship (Sirgue and Pratt, 2004)

cosθ =
z√

q2 + z2
, (5)

where z is the depth of reflector, and q is the half the distance
between the source and the receiver. Therefore, decomposing
the objective function here is equivalent to a decomposition in
the wavenumber domain based on the angles of incidence. For
general media, the objective function is decomposed such that
each term of the decomposed objective function has data that
is sensitive to a limited area of the model’s wavenumber spec-
trum δm using the diffraction terms (see Figure 2). With this
direct mapping between terms in the decomposed objective
function and the high-wavenumber components of the model,
we can solve this system using Gauss-Seidel iterations, where
the model at every iteration is updated using

δmh
i = δmh−1

i + argmin
x

∥∥∥Wh
i4dh

i

(
mi +δmh−1

i +x
)∥∥∥

2
.

(6)
Here, we apply a few iterations of FWI with Gauss-Newton
optimization for the model update x which is added to the ini-
tial model of the i−th stage mi and the update from the previ-
ous Gauss-Seidel iteration δmh−1

i to minimize the misfit func-
tion of the constant-offset data at the h-th offset. Note that
low-wavenumbers components of the model, coupled by the
tomographic terms, are freely updated during Gauss-Seidel it-
erations.

Due to the coupling, the low-wavenumber components of the
model will oscillate between different passes through the Gauss-
Seidel iterations. An under-relaxation scheme is used as a pre-
conditioner to prevent this oscillatory behavior, where the un-
der relaxation operator Si is used during the update step be-
tween stages

mi+1 = mi +SiδmN
i (7)

where the Si is a Gaussian smoothing operator applied to the
cumulative update, the Gaussian smoothing filter is wide at
early stages to allow updates to the very low-wavenumber com-
ponents of the model, and the width of the filter is reduced
gradually at later stages. We empirically find that smooth-
ing along geological dip further accelerates the convergence
process. Now, mi+1 is the initial model for the next stage of
constant-offset inversions.

Figure 3 shows the corresponding FWI workflow. With each
pass through the Gauss-Newton FWI block, a few iterations of
FWI with the incomplete Gauss-Newton optimization (Akce-
lik et al., 2002; Erlangga and Herrmann, 2009; AlTheyab et al.,
2013) are executed. The block in the workflow labeled se-
lect uncycle-skipped data designs the weighting operator W
in equation 1, which masks the cycle-skipped data. The loop
inside the area labeled offset-rolling minimizes the objective
function using the Gauss-Seidel iterations.

SYNTHETIC AND FIELD DATA EXAMPLES

Now, we demonstrate the effectiveness of the proposed work-
flow on a synthetic data test. Data with 12 Hz peak-frequency

Figure 3: The proposed FWI workflow for inverting reflections
with Gauss-Seidel iterations (offset-rolling).

and a 6 km maximum source-receiver offset were generated
using the true model shown in Figure 4(a). The reweighted
Gauss-Newton FWI (excluding cycle-skipped events) without
the proposed workflow is applied to the synthetic data using
the starting velocity model in Figure 4(b), which gives the re-
sults in Figure 4(c) after 300 iterations. The shallow part above
0.7 km is recovered mostly due to inverting diving waves. How-
ever, significantly more iterations are needed to recover the
low-wavenumber components of the model in the deeper por-
tions of the model. Moreover, the tomogram has many high-
wavenumber artifacts that do not relate to any feature in the
true model. On the other hand, using the proposed work-
flow gives the final tomogram in Figure 4(d) after 50 stages.
The final tomogram is free from the high-wavenumber artifacts
while maintaining the high-resolution of the shallow channels.
In addition, the deeper fast layer at 1.5 km depth is positioned
at the correct depth in the final tomogram.

Figure 5 depicts the results for inverting 2D GOM streamer
data with a 4 km maximum offset and a 3-10 Hz frequency
frequency range. To illustrate that the updates are are only
inverted by the reflections, transmitted waves are muted. With
a homogeneous starting velocity model of 2000 m/s the angle
gathers have large moveout. The tomogram seen in Figure 5 is
after 40 stages and the angle gathers are nearly flat indicating
improvements to the velocity model.

CONCLUSIONS

We proposed a method for inverting reflections starting from
inaccurate velocity models. At every stage, uncycle-skipped
events are grouped according to a narrow-range of on source-
receiver offsets, and the data from each offset are inverted
sequentially, where the final model of a constant-offset FWI
is the initial model for the next inversion at a wider source-
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FWI for Reflections

(a) True Velocity Model

(b) Starting Velocity Model

(c) Conventional FWI Tomogram

(d) Proposed FWI Tomogram

Figure 4: Conventional and proposed FWI applied to synthetic
data.

(a) Starting Velocity Model (2000 m/s)

(b) FWI Tomogram (After 40 Stages)

Figure 5: Proposed FWI applied to field data reflections.
Reverse-time-migration images are overlaid onto the veloc-
ity models, and the three gray-scale panels are angle-domain
common-image gathers.

receiver offset. Because of the direct mapping from offset to
incidence angle in the wavenumber spectrum, this sequential
inversion is related to Gauss-Seidel method. The constant off-
set formulation is applicable to layered media. Complex media
might require an alternative formulation of Gauss-Seidel based
on angle of incidence and/or frequencies. This will be the sub-
ject of a future research.

The Gauss-Seidel iterations have two advantages over the full-
domain Newton inversion; it naturally enhances low-wavenumber
updates, and it is easier to precondition with under-relaxation
schemes. Here, we avoid the single scattering assumption and
explicit scale separation, and the reflection data can still be
inverted simultaneously with transmitted waves with Gauss-
Seidel iteration, as shown in the synthetic data test. Our ap-
proach does not require generating common image gathers,
which will be an advantage in 3D applications.

We observe that the method fails to invert strong multiples,
post-critical reflections, and anisotropic effects in field data.
We believe this is due to physics mismatch, where constant-
density acoustic FWI is failing to explain the actual amplitude
and waveform variations with offset. To alleviate problems
with multiples, we prefer fast starting velocities which mini-
mizes contributions of multiples to FWI updates.
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